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Accident causes are changing 

Component failure 
accidents 

Non-failure 
accidents 

Component failure 
accidents 

Non-failure 
accidents 

1970s Today 



• Used to reverse engine thrust, help aircraft 
stop on ground 

• Software prevents thrust reverser 
deployment in air 

A320 Thrust Reversers 

© John Thomas 2017 
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• Thrust reverser would not 
deploy on landing 

• Software prevented 
manual pilot override 

• 9 seconds after 
touchdown, software 
deployed thrust reversers 

• Plane overruns, crashes, 
catches fire 



• Software algorithm to 
ensure aircraft has landed: 

• Must be 6.3 tons on each 
main landing gear strut 

• Wheel must be turning at 
least 72 knots 

• Off-nominal landing 
conditions at Warsaw 

• Crosswind landing (one side 
first) 

• Wet runway: wheels 
hydroplane 

Warsaw Crash 

Lufthansa 2904, Airbus A320 

© Copyright John Thomas 2018  
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SW operated exactly as 
designed, no failure! 

Presenter
Presentation Notes
Red: wheels not on ground
Blue: hydroplaning
Green: wheels on ground (6.3 tons), not hydroplaning

Wheel brakes would not deploy for 4 seconds
Reverse thrusters would not deploy for 9 seconds (1525 meters down 2800 meter runway)
Spoilers would not deploy

Sept 1993
Airbus corrective action after the accident: change threshold from 6.3 tons to 2 tons
2 died, 51 seriously injured, 5 slightly injured



A different view 
                                       
 
 
 
 
 

 
Controlled Process   
 

Process 
Model (beliefs) 

Control 
Actions Feedback 

Controller 

• Another way to think about accidents 
• Forms foundation for STPA 

Presenter
Presentation Notes
STAMP and STPA use a control-theoretic approach instead of a failure-based approach. Provides very different results!



How was this overlooked? 
Individual parts carefully examined: 
• SW Requirements 

• React within X ms 
• Detect, tolerate sensor failure 
• Respond only when multiple sensors agree 

• HW Requirements: 
• Redundant WoW sensors 
• Redundant wheel speed sensors 
• Redundant computers 

• HW Testing 
• Inject single WoW failure 
• Inject single wheel speed sensor failure 
• Inject single computer failure 

• SW Testing 
• Verify response within X ms of inputs 
• Verify no deployment from sensor failure  
• Verify no deployment until multiple sensors agree 
 

• Engineering Safety Analysis: 
 use failure-based methods 
 

• Etc. 

SW 
Design 

Environment 

Hard to find 
problem by looking 

at any one part 

HW 
Design 

© Copyright John Thomas 2018  
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Presenter
Presentation Notes
This accident really shows the need for a systems view.
We have methods to look at each of these areas individually, but we’re not doing a good job at the intersection
If you look at HW requirements, you think about things like sensor sensitivity, which they did

Really hard to see this problem by looking at one part
In fact, I think that’s once of the biggest factors here—they used failure-based methods, which don’t capture these kinds of problems. In fact, I’m not really worried about these other factors. They’re fairly unique, and NASA will probably never make this exact technical mistake again. But this is a much broader factor, behind many many different accidents.


All the engineering reviews overlooked the problem
There were communication problems, mechanical engineers noticed transients in touchdown sensor signals, but didn’t inform system engineers in time
Time pressure to finish before the launch window
Culture – one reason less testing was done

“The requirements for the touchdown sensing logic were not changed after the landing leg deployment tests established the likelihood of transient response of the Hall Effect sensors to the leg dynamic effects. This may have been the result of the mechanical design personnel not informing the systems and software personnel of the results in a timely manner” (JPL report)

“The decision to use analysis and modeling instead of testing, when possible, was an effective cost-reduction strategy; however, there were some cases where the project depended on models not thoroughly validated” (JPL Report)



Quote 
• “The hardest single part of building a software system 

is deciding precisely what to build.” 
          -- Fred Brooks, The Mythical Man-Month 
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Presenter
Presentation Notes
6:49
Happens all the time in safety. System does exactly what we thought it should do at a component level, but the emergent behavior is unsafe.




Software in Aviation 

• Bombardier Learjet 60 
Accident 
– September 19, 2008 
– Columbia Metropolitan 

Airport, South Carolina 
• Aircraft was destroyed 

during rejected takeoff 
• Reverse thrusters 

would not engage 
 

© 2017 
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Presenter
Presentation Notes
Rejected takeoff was due to tire explosion
Tire explosion damaged sensors that verify the landing gear is on the ground
The software would not allow thrust reversers unless all sensors were working

The captain, the first officer, and two passengers were killed; two other passengers were seriously injured. 

Images:
http://commons.wikimedia.org/wiki/File:Bombardier.learjet60.oe-gtf.arp.jpg
http://usatoday30.usatoday.com/news/nation/2008-09-20-sc-plane-crash_N.htm

Video of thrust reversers in action:
https://www.youtube.com/watch?v=JBw4NgM3S9g



Bombardier Learjet 60 Accident 
• Tires disintegrated on 

takeoff, pilots tried to abort 
• Computer ignored pilot 

commands for reverse 
thrusters 
– The tire explosion damaged 

landing gear sensors 
– Computer believed aircraft in 

flight 
– Computer increased thrust 

• Aircraft was destroyed 
 

© John Thomas  
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Presenter
Presentation Notes
Tire explosion damaged sensors that verify the landing gear is on the ground
The software would not allow thrust reversers unless all sensors were working
4 died, 2 seriously injured

Image: 
http://www.cbsnews.com/news/pilots-in-sc-learjet-crash-heard-noise/
[NTSB] http://aviation-safety.net/photos/displayphoto.php?id=20080919-0&vnr=4&kind=C



Bombardier Learjet 60 Accident 
• Tires disintegrated on 

takeoff, pilots tried to abort 
• Computer ignored pilot 

commands for reverse 
thrusters 
– The tire explosion damaged 

landing gear sensors 
– Computer believed aircraft in 

flight 
– Computer increased thrust 

• Aircraft was destroyed 
 

© John Thomas  
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The computer operated 
exactly as designed! 

Presenter
Presentation Notes
Tire explosion damaged sensors that verify the landing gear is on the ground
The software would not allow thrust reversers unless all sensors were working
4 died, 2 seriously injured

Image: 
http://www.cbsnews.com/news/pilots-in-sc-learjet-crash-heard-noise/
[NTSB] http://aviation-safety.net/photos/displayphoto.php?id=20080919-0&vnr=4&kind=C



A different view 
                                       
 
 
 
 
 

 
Controlled Process   

 

Process 
Model 

(beliefs) 

Control 
Actions Feedback 

Controller 

• Another way to think about accidents 
• Forms foundation for STPA 

Control 
Algorithm 

Presenter
Presentation Notes
STAMP and STPA use a control-theoretic approach instead of a failure-based approach. Provides very different results!



© Copyright John Thomas 2018 

Boeing 787 Lithium Battery Fires 
• Fire computer monitors for 

smoke in the battery bay, will 
activate fans and valves for 
venting 

• Power management system 
detects rapid battery 
discharge. Begins shutting 
down electronics... 
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Presenter
Presentation Notes
In fact most software-related accidents are caused by flawed requirements not by coding errors



© Copyright John Thomas 2018 

Boeing 787 Lithium Battery Fires 
• Fire computer monitors for 

smoke in the battery bay, will 
activate fans and valves for 
venting 

• Power management system 
detects rapid battery 
discharge. Begins shutting 
down electronics including 
ventilation computer. 

• Smoke vented to cabin 
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Presenter
Presentation Notes
In fact most software-related accidents are caused by flawed requirements not by coding errors



© Copyright John Thomas 2018 

Boeing 787 Lithium Battery Fires 
• Fire computer monitors for 

smoke in the battery bay, will 
activate fans and valves for 
venting 

• Power management system 
detects rapid battery 
discharge. Begins shutting 
down electronics including 
ventilation computer. 

• Smoke vented to cabin 
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Operated as designed 
Requirements met 

Operated as designed 
Requirements met 

This flaw was overlooked by every software 
analysis, every test, safety assessment, every 
design review, every certification effort, etc. !! 

Presenter
Presentation Notes
In fact most software-related accidents are caused by flawed requirements not by coding errors



NTSB Conclusion 

• “The NTSB determines that the probable cause of this 
incident was an internal short circuit within a cell of the 
auxiliary power unit (APU) lithium-ion battery, which 
led to thermal runaway that cascaded to adjacent cells, 
resulting in the release of smoke and fire.  
 
The incident resulted from Boeing’s failure to 
incorporate design requirements to mitigate the most 
severe effects of an internal short circuit within an APU 
battery cell and the Federal Aviation Administration’s 
failure to identify this design deficiency during the 
type design certification process.” 
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Presenter
Presentation Notes
It really bothers me that we didn’t catch this. They followed all applicable standards. You can say they made a mistake, you can say they never thought of X, you can say they did something wrong, but they really tried! They diligently followed every standard process and they still missed it. The FAA checked that they followed the standard processes, and they missed it too That bothers me.
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Presenter
Presentation Notes
STAMP and STPA use a control-theoretic approach instead of a failure-based approach. Provides very different results!



Uber 
Crash 



Technical factors 
• Why didn’t autonomy stop? 
• Cameras: low light 
• Lidar and Radar: should have worked 
• Designed to detect pedestrians even 

without crosswalk 
• Uber system automatically disabled 

Volvo features (City Safety, etc.) 
• Automated commands for 

deceleration greater than 6.5m/s2 are 
not executed by design (stability) 

• Obstacle was detected, filter added 
• Uber target: 13 miles/intervention 

All components operated exactly as designed (intended) 
All component requirements met! No failures! 

© Copyright John Thomas 2018 



Volvo City Safety System 

From Volvo website: 
• City Safety is a support system 

designed to help the driver 
avoid low speed collisions 
when driving in slow-moving, 
stop-and-go traffic. 

• City Safety triggers brief, 
forceful braking if a low-speed 
collision is imminent. 

© Copyright John Thomas 2018 



Volvo City Safety preventing an accident 

 



Accident with City Safety 






Volvo response 

• “The Volvo XC60 comes with City Safety as a 
standard feature 

• “however this does not include the Pedestrian 
detection functionality … this is sold as a separate 
package." 

• Optional pedestrian detection functionality costs 
$3,000 
 

Kashmir Hill, “Volvo says horrible 'self-parking car accident' happened because driver didn't have 'pedestrian detection‘”, Splinter news, May 2015 
https://splinternews.com/volvo-says-horrible-self-parking-car-accident-happened-1793847943 © Copyright John Thomas 2018 



Volvo response 

• “The Volvo XC60 comes with City Safety as a 
standard feature … 

• “however this does not include the Pedestrian 
detection functionality … this is sold as a separate 
package." 

• Optional pedestrian detection functionality costs 
$3,000 

• Even with pedestrian detection, it mostly likely 
would not have worked because the driver 
accelerated 
 

Kashmir Hill, “Volvo says horrible 'self-parking car accident' happened because driver didn't have 'pedestrian detection‘”, Splinter news, May 2015 
https://splinternews.com/volvo-says-horrible-self-parking-car-accident-happened-1793847943 © Copyright John Thomas 2018 



Volvo City Safety System 
From Volvo: 
• City Safety is not active if your vehicle’s speed is below approximately 2 mph. 

This means that City Safety will not react if your vehicle approaches another 
vehicle at very low speed, for example, when parking. 

• The function is active at speeds up to approximately 30 mph 
• However, the system will not intervene in situations where the driver actively 

steers the vehicle or applies the brakes, even if a collision cannot be avoided 
• City Safety activates in situations where the driver has not applied the brakes in 

time, which means that the system cannot help the driver in all situations. 
• City Safety does not function in all driving situations or in all traffic, weather or 

road conditions. 
• City Safety only reacts to vehicles traveling in the same direction as your vehicle 
• City Safety … does not react to small vehicles or motorcycles 
• City Safety is not activated when your vehicle is backing up. 
• This system can help prevent a collision if the difference in speed between your 

vehicle and the vehicle ahead is less than 9 mph. If the difference in speed is 
greater, a collision cannot be avoided but the speed at which the collision occurs 
can be reduced. The driver must apply the vehicle’s brakes for full braking 
effect. 

These requirements were met.  
All components operated as intended! 

City Safety Introduction from https://www.volvocars.com/en-ca/support/cars?pc=y283&my=2015&sw=14w46&tab=ownersmanualonline&category=f13d9e9caab79e66c0a801e80081bf31-om-
en-ca-y283-2015-14w46&article=14dd7a22aa482bc2c0a801e800c7463b-om-en-ca-y283-2015-14w46 © Copyright John Thomas 2018 



Barrier: requirements 

 
• Most software-related accidents have been traced to 

flaws in the requirements 
          (Leveson, 2004) (Endres et al., 2003)(Lutz et al., 1993) 

 
• “As is well known to software engineers, by far the 

largest class of problems arises from errors made in 
the eliciting, recording, and analysis of requirements” 

 (Jackson et al., 2007) 
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Presenter
Presentation Notes
6:49
Happens all the time in safety. System does exactly what we thought it should do at a component level, but the emergent behavior is unsafe.




Need to address issues early, don’t wait 

Addressing SW quality issues 

Concept Requirements Design Build Operate 

C
os

t o
f F

ix
 

Low 

High 

Add exceptions, 
special cases 

Design changes, 
patches 

“Bolt-on”, 
workaround 

Getting it 
right the 
first time 

Investigation, 
reaction 

Early decisions can have biggest impact 

© Copyright John Thomas 2018 Adapted from Young, 2014 

Presenter
Presentation Notes
6:40
Here’s a graph of cost to fix vs. when problem is found

All these problems were at the end, which is sad because it means it passed through everything in our process.
It’s much cheaper and much more effective if we can prevent these issues earlier
<click>

But there’s an imbalance in the methods we use.
A lot of methods depend on a design or a model or certainly requirements to start an analysis (and then miss the problems).
But both of these are too late.
Why spend time developing flawed systems that must be fixed later?



One challenge is that…
Software models may not be available until <here>
Software specifications may not be available until <here>
A lot of methods depend on these to start an analysis (and then miss the problems).
But both of these are too late.
<click>

By the way where do you think safety begins? Design? Requirements?
I would argue it starts all the way at the beginning.
But there’s an imbalance in the methods we use.

Why spend time developing flawed systems that must be fixed later?

© Copyright John Thomas 2018  2016




What about human 
interactions? 

29 



Monostable shifter design 

NHTSA: “operation of the Monostable shifter is not intuitive 
and provides poor tactile and visual feedback to the driver, 
increasing the potential for unintended gear selection.” 

© Copyright John Thomas 2018 



Monostable shifter design 

Audi A8—Same design, but new SW requirement: 
 

R-1: Computer shall automatically activate the 
electronic park brake when driver exits 

© Copyright John Thomas 2018 



Basic Control Loop 
                                       
 
 
 
 
 

 
Controlled Process   
 

Process 
Model 

(beliefs) 

Control 
Actions Feedback 

Controller 

• Another way to think about accidents 
• Forms foundation for STAMP/STPA/CAST 

Control 
Algorithm 

Human 

Vehicle 

© Copyright John Thomas 2018 



Control Structure Modeling 

©  



Enabling abstraction 

© Copyright 2018 John Thomas Thomas, 2017  



Enabling abstraction 

© Copyright 2018 John Thomas Thomas, 2017  

                                       
 
 
 
 
 

Controlled Process 

Process 
Model 

(beliefs) 

Control 
Actions Feedback 

Controller 

Control 
Algorithm 



                                       
 
 
 
 
 

 
Controlled Process   
 

Control 
Actions Feedback 

Basic control loop 

• Control actions are provided to 
affect a controlled process 

• Feedback may be used to 
monitor the process 

• Process model (beliefs) formed 
based on feedback and other 
information 

• Control algorithm determines 
appropriate control actions given 
current beliefs 

 

 

Controller 

36 

Process 
Model 

Control 
Algorithm 

© Copyright 2018 John Thomas 

Presenter
Presentation Notes
Control theory is wonderful—control theory says we can’t understand the dynamic behavior of any one component without understanding the whole control-feedback loop

Here, accidents are viewed as a control problem. This is a basic control loop…

Which one of these would a computer be? (both)
Which one of these would a human operator be? (both)
What’s a process model?
What’s a control algorithm? Give me an example of a human control algorithm?

Much more accurate than random failure model
Much better than trying to list generic failure modes, can pinpoint application-specific problems
Explains human behavior in accidents, explains unsafe software actions
Better model of software and human interactions in accidents (vs. random failure model)

Process models:
 Used by controller to determine what control actions are needed, and is updated through feedback
 Contains:
-- Required relationship among system variables (control laws)
--- Current system state
--- Ways the process can change state




Enabling abstraction 

© Copyright 2018 John Thomas 

Automated 
Controllers 

Physical processes 

Attitude 
Controller 

Navigation 
Controller 

Thomas, 2017  
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Physical 
processes 

Automated 
Controllers 

Enabling abstraction 

Co
nt

ro
l 

Thomas, 2017  

Operators 

Other 
processes 
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Physical 
processes 

Automated 
Controllers 

Enabling abstraction 

Co
nt

ro
l 

Thomas, 2017  

Operators 

Other 
processes 

Component 
view Systems view 

Presenter
Presentation Notes
Component-based
Failure-based
Threat-based

Mission Assurance based
Control-based
Systems view
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Ground 
station 

Enabling abstraction 

Co
nt

ro
l 

Thomas, 2018  

Joint Command 

Physical processes 

Automated 
Controllers 

Operators 



STPA 
Systems Theoretic Process Analysis 



System-Theoretic Process Analysis (STPA) 

1. Identify losses, system hazards 

2. Draw control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 

42 

(Leveson and Thomas, 2018) 

Losses to prevent 

Model 

Behavior to 
prevent 

How could 
behavior occur 



System-Theoretic Process Analysis (STPA) 

1. Identify losses, system hazards 

2. Draw control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 

43 

(Leveson and Thomas, 2018) 



Aviation Example 
• Losses 

– L-1. Loss of life or serious injury to people 
– L-2. Damage to the aircraft or objects outside the aircraft 
– L-3: Loss of mission (transportation) 
– L-4: Loss of performance / efficiency 

 

© Copyright John Thomas 2018 

Presenter
Presentation Notes
H-1: Vehicle does not maintain safe distance from nearby vehicles
Examples: Vehicle stops suddenly with another vehicle behind, accelerates into vehicle in front, vehicle rolls backwards towards another vehicle, vehicle changes lanes when adjacent space is not available.
Description: This hazard describes vehicles that become too close to each other, and it may be broken down into sub-hazards based upon direction. The three logical subdivisions are longitude, latitude and vertical. The decision to divide the hazard or leave it as a comprehensive set is up to the analyst and can be revised as needed to aid the analysis process.
H-2: Vehicle does not maintain safe distance from terrain and other obstacles
Examples: Vehicle experiences a near miss with a pedestrian, animal, biker, bridge, etc…
Description: This hazard is similar to H-1 but refers to vehicles that are too close to non-vehicular objects.  
H-3: Vehicle enters unsafe/uncontrollable/unrecoverable state
Examples: Driving too fast, turning too much for a given speed, going too fast over a speed bumps, too fast for weather conditions, unable to stop, unable to go, driver’s commands not heeded, loss of vehicle system such as braking or power steering, etc
Description: This hazard captures situations in which the driver may be unable to use the vehicle’s systems to gain control. There are many potential ways this hazard could potentially arise, including through actions of the driver, vehicle automation behavior, design flaws, flawed requirements, outside influences, etc.
H-4: Vehicle occupants exposed to harmful effects and/or health hazards
Examples: Vehicle or engine fire, excessive temperature (occupant heat exhaustion, burns from hot surfaces), smoke, excessive deceleration or acceleration, loud noise, sharp edges, too fast for given area, etc.
Description: This hazard captures additional problems that may occur during nominal dynamic-operation of the vehicle and its subsystems. It is possible for the examples listed above to occur while the vehicle is operating appropriately in the larger traffic system; however the occupants of the vehicle may still be at risk for injury.
Safe distance is potentially subjective and a function of many things including: vehicle speed, obstacle speed, vehicle braking and acceleration capacity, road conditions, etc. Thus it is dependent on the driver, environment, traffic system, and design of the vehicle.




Automotive Example 
• Losses 

– L-1. Loss of life or serious injury to people 
– L-2. Damage to the vehicle or objects outside the vehicle 
– L-3: Loss of mission (transportation) 
– L-4: Loss of customer satisfaction 

 

© Copyright John Thomas 2018 

Presenter
Presentation Notes
H-1: Vehicle does not maintain safe distance from nearby vehicles
Examples: Vehicle stops suddenly with another vehicle behind, accelerates into vehicle in front, vehicle rolls backwards towards another vehicle, vehicle changes lanes when adjacent space is not available.
Description: This hazard describes vehicles that become too close to each other, and it may be broken down into sub-hazards based upon direction. The three logical subdivisions are longitude, latitude and vertical. The decision to divide the hazard or leave it as a comprehensive set is up to the analyst and can be revised as needed to aid the analysis process.
H-2: Vehicle does not maintain safe distance from terrain and other obstacles
Examples: Vehicle experiences a near miss with a pedestrian, animal, biker, bridge, etc…
Description: This hazard is similar to H-1 but refers to vehicles that are too close to non-vehicular objects.  
H-3: Vehicle enters unsafe/uncontrollable/unrecoverable state
Examples: Driving too fast, turning too much for a given speed, going too fast over a speed bumps, too fast for weather conditions, unable to stop, unable to go, driver’s commands not heeded, loss of vehicle system such as braking or power steering, etc
Description: This hazard captures situations in which the driver may be unable to use the vehicle’s systems to gain control. There are many potential ways this hazard could potentially arise, including through actions of the driver, vehicle automation behavior, design flaws, flawed requirements, outside influences, etc.
H-4: Vehicle occupants exposed to harmful effects and/or health hazards
Examples: Vehicle or engine fire, excessive temperature (occupant heat exhaustion, burns from hot surfaces), smoke, excessive deceleration or acceleration, loud noise, sharp edges, too fast for given area, etc.
Description: This hazard captures additional problems that may occur during nominal dynamic-operation of the vehicle and its subsystems. It is possible for the examples listed above to occur while the vehicle is operating appropriately in the larger traffic system; however the occupants of the vehicle may still be at risk for injury.
Safe distance is potentially subjective and a function of many things including: vehicle speed, obstacle speed, vehicle braking and acceleration capacity, road conditions, etc. Thus it is dependent on the driver, environment, traffic system, and design of the vehicle.




Nuclear Power Plant 

Define Losses 
• L-1: Loss of life or injury 
• L-2: Equipment damage 
• L-3: Environmental contamination 
• L-4: Loss of power generation 

Safety or Security? 

(Thomas, 2014) © Copyright John Thomas 2018 

Presenter
Presentation Notes
Can include economic and “mission” objectives



System-Theoretic Process Analysis (STPA) 

1. Identify losses, system hazards 

2. Draw functional control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 

47 

(Leveson and Thomas, 2018) 



Flight Crew 

Physical processes 

Control 
structure 

Automated 
Controllers 
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Air Traffic Control 

(Thomas, 2017) © Copyright John Thomas 2018 
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Control Structure 

Pilot Flying Pilot Monitoring 

Autopilot Auto-throttle 

Flight Crew 

Aircraft Environment 

PAPI 

Callouts, 
Instructions 

Callouts 

PFD 
FMA Flight director 

Engine 
Throttles 

Runway Sight 
Picture 

AFCS 

Speedbrakes 

Flaps 

Landing Gear 

Pilot direct control only 

Elevators 

Ailerons/Flaperons 

Trim 
Pilot direct control or Autopilot 

ILS 

AFDS 

A/P on/off 
A/P pitch mode 

A/P targets 
F/D on/off 

A/P mode 
F/D guidance 

A/T on/off 
A/T mode 

A/T targets 

Air Traffic Control 

(Thomas, 2017) © Copyright John Thomas 2018 
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Adaptive Cruise Control 

 

Image from: http://www.audi.com/etc/medialib/ngw/efficiency/video_assets/fallback_videos.Par.0002.Image.jpg 

http://www.audi.com/etc/medialib/ngw/efficiency/video_assets/fallback_videos.Par.0002.Image.jpg


Adaptive Cruise Control (ACC)  
Control Structure 

Driver 

Other Systems 

Braking 
System 

Propulsion 
System 

Adaptive Cruise 
Control (ACC) 

Accelerate 
Brake Vehicle speed 

Distance 
Override Detected 

On, Off, Cancel 
Inc/Dec speed 

Inc/Dec distance 

ACC Mode 

Brake 
Accelerate 

Steer 
Shift 

© Copyright John Thomas 2018  Thomas, 2017  

Presenter
Presentation Notes
[14:30]
At this point you can start to imagine some hazardous behaviors like:
There are a bunch of methods to help you document the problems you can think of, but none of them tell you exactly how to identify them. FTA, STPA, FHA, Func. FMEA, etc.




Example Concept 

Operator 

Unmanned Aircraft System (UAS) 

Low-level Controller 

Trajectory Controller 

Physical Systems 

Thrust, aileron, 
elevator, rudder levels Status, faults 

Desired trajectory 

Mission Controller 
Next waypoint 

selection 

Sensors  
(GPS, TP, Lidar, etc.) 

Sensor fusion 

Perception, 
Tracking 

Position, 
environment, etc. 

Position, 
environment, etc. 

Position, 
environment, etc. 

Unmanned Aerial System (UAS) 
or other A/C 

Autonomous 
mode, 

destination, 
takeoff, land, 

abort 

UAS status 

Thomas, 2018  © Copyright John Thomas 2018 



System-Theoretic Process Analysis (STPA) 

1. Identify losses (accidents), system hazards 

2. Draw functional control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 

54 

(Leveson and Thomas, 2018) 



Cmd X 

Flight Crew 

Physical processes 

Automated 
Controllers 

Not 
provided 

causes 
hazard 

Providing 
causes 
hazard 

Too early, 
too late, out 

of order 

Stopped 
too soon, 
applied 
too long 

STPA: Identify Unsafe Control Actions (UCA) 

(Thomas, 2017) © Copyright John Thomas 2018 



Structure of an Unsafe Control 
Action 

Four parts of an unsafe control action 
– Source Controller: the controller that can provide the control action 
– Type: whether the control action provided, not provided, etc. 
– Control Action: the controller’s command that was provided / 

missing 
– Context: conditions for the hazard to occur 

• (system or environmental state in which command is provided) 
56 

Source Controller 

Example: 
“Computer   does not provide   Reverse Thrust cmd  when  aircraft lands” 

Type 

Control Action 
Context 

© Copyright John Thomas 2018  Thomas, 2017  

Presenter
Presentation Notes
I started by defining a formal structure for hazardous control actions.
As you can see here, this can be decomposed into 4 main parts, which applies to any hazardous control action



Component Requirements 

Unsafe Control Action Component Requirement 
UCA-1: Computer does not 
provide Reverse-Thrust cmd 
when aircraft lands [H-3] 

R-1: Computer shall provide 
Reverse-Thrust cmd when 
aircraft lands and RT armed 
[UCA-1] 

 
 
 
 
 
 
 
 © Copyright John Thomas 2018 

Presenter
Presentation Notes
This is a rigorous way to refine the system safety constraints into component safety constraints




Not provided 
causes hazard 

Providing 
causes hazard 

Too early, too 
late, out of 

order 

Stopped too 
soon, applied 

too long 

Cmd 

Generating constraints and requirements 

Controller X 
shall provide 
CMD when D 

Controller X 
shall not provide 

CMD when E 

Controller X shall 
provide CMD 

within Y seconds 
of F 

Controller X shall 
stop providing 
CMD within Z 
seconds of G 

Controller functional safety requirements 

High-level safety 
constraints 

Controller X shall not 
allow A 

Controller X shall 
enforce B 

Etc. 

(Thomas, 2017) © Copyright John Thomas 2018 



System-Theoretic Process Analysis (STPA) 

1. Identify losses (accidents), system hazards 

2. Draw functional control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 

60 

(Leveson and Thomas, 2018) 



Cmd X 

Flight Crew 

Physical processes 

Automated 
Controllers 

Identify loss scenarios 

What could cause 
Unsafe Control 

Actions? 

Scenarios 

Controller incorrectly 
believes X because … 

Controller control 
algorithm does not 
enforce Y because … 

Incorrect feedback Z 
received because … 

Sensor failure 
causes… 

Etc. 

(Thomas, 2017) © Copyright John Thomas 2018 



Design recommendations and  
component requirements 

Design recommendations 

Component A should be 
able to respond within B 
seconds to avoid C 

Controller X should take 
into consideration D to 
prevent E 

Etc. 

Scenarios 

Component requirements 

Component F shall 
automatically operate 
within G seconds when H 

Component I and J shall be 
operated at the same time 
to prevent K 

Etc. 

Rationale and 
assumptions 
identified 
 
 
 
Every 
recommendation 
and requirement 
is traceable 

(Thomas, 2017) © Copyright John Thomas 2018 



What about human interactions? 
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Cmd X 

Flight Crew 

Physical processes 

Automated 
Controllers 

Not 
provided 

causes 
hazard 

Providing 
causes 
hazard 

Too early, 
too late, out 

of order 

Stopped 
too soon, 
applied 
too long 

Unsafe Control Actions (UCA) 

(Thomas, 2017) © Copyright John Thomas 2018 



Cmd X 

Flight Crew 

Automated 
Controllers 

Not 
provided 

causes 
hazard 

Providing 
causes 
hazard 

Too early, 
too late, out 

of order 

Stopped 
too soon, 
applied 
too long 

Unsafe Control Actions (UCA) 

Crew shall 
provide CMD 

when D 

Crew shall not 
provide CMD 

when E 

Crew shall 
provide CMD 

within Y seconds 
of F 

Crew shall stop 
providing CMD 

within Z seconds 
of G 

Crew procedures 

(Thomas, 2017) © Copyright John Thomas 2018 



Cmd X 

Flight Crew 

Physical processes 

Automated 
Controllers 

Identify loss scenarios 

What could cause 
Unsafe Control 

Actions? 

Scenarios 

Crew incorrectly 
believes X because … 

Crew does not 
perform Y because … 

Crew received 
incorrect feedback Z 
because … 

Etc. 

(Thomas, 2017) © Copyright John Thomas 2018 



Design decisions and recommendations 

Design decisions 

Crew must be notified of A 
within B seconds to avoid C 

Component F should 
operate automatically 
when H 

Etc. 

Scenarios 

Recommendations 

Crew X should take into 
consideration D to prevent E 

Crew should operate I and J 
at the same time to prevent 
K 

Etc. 

Rationale and 
assumptions 
identified 
 
 
 
 
Every 
recommendation 
and decision is 
traceable 

(Thomas, 2017) © Copyright John Thomas 2018 



STPA Overview 

1) Define 
Purpose of 

the 
Analysis 

STPA 

2) Model 
the 

Control 
Structure 

3) Identify 
Unsafe 
Control 
Actions 

4) 
Identify 

Loss 
Scenarios 

Identify Losses, Hazards 

Define 
System 

boundary Environment 

System 

(Leveson and Thomas, 2018) 



Traceability is maintained throughout 
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System-level 
Accidents, 

Hazards 

Unsafe 
Control 
Actions 

High-level 
responsibilities 

Controller functional 
safety requirements 

(automation) 

Loss Scenarios 

Design Decisions 

Design 
Recommendations 

Thomas, 2017  



 
Short STPA example 

 
Google’s self-driving car 



System-Theoretic Process Analysis (STPA) 

1. Identify losses (accidents), system hazards 

2. Draw functional control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 
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Losses 

• Losses 
– L-1. Loss of life or serious injury to people 
– L-2. Damage to the vehicle or objects outside the 

vehicle 
 

© Copyright John Thomas 2018 

Presenter
Presentation Notes
H-1: Vehicle does not maintain safe distance from nearby vehicles
Examples: Vehicle stops suddenly with another vehicle behind, accelerates into vehicle in front, vehicle rolls backwards towards another vehicle, vehicle changes lanes when adjacent space is not available.
Description: This hazard describes vehicles that become too close to each other, and it may be broken down into sub-hazards based upon direction. The three logical subdivisions are longitude, latitude and vertical. The decision to divide the hazard or leave it as a comprehensive set is up to the analyst and can be revised as needed to aid the analysis process.
H-2: Vehicle does not maintain safe distance from terrain and other obstacles
Examples: Vehicle experiences a near miss with a pedestrian, animal, biker, bridge, etc…
Description: This hazard is similar to H-1 but refers to vehicles that are too close to non-vehicular objects.  
H-3: Vehicle enters unsafe/uncontrollable/unrecoverable state
Examples: Driving too fast, turning too much for a given speed, going too fast over a speed bumps, too fast for weather conditions, unable to stop, unable to go, driver’s commands not heeded, loss of vehicle system such as braking or power steering, etc
Description: This hazard captures situations in which the driver may be unable to use the vehicle’s systems to gain control. There are many potential ways this hazard could potentially arise, including through actions of the driver, vehicle automation behavior, design flaws, flawed requirements, outside influences, etc.
H-4: Vehicle occupants exposed to harmful effects and/or health hazards
Examples: Vehicle or engine fire, excessive temperature (occupant heat exhaustion, burns from hot surfaces), smoke, excessive deceleration or acceleration, loud noise, sharp edges, too fast for given area, etc.
Description: This hazard captures additional problems that may occur during nominal dynamic-operation of the vehicle and its subsystems. It is possible for the examples listed above to occur while the vehicle is operating appropriately in the larger traffic system; however the occupants of the vehicle may still be at risk for injury.
Safe distance is potentially subjective and a function of many things including: vehicle speed, obstacle speed, vehicle braking and acceleration capacity, road conditions, etc. Thus it is dependent on the driver, environment, traffic system, and design of the vehicle.




System-Theoretic Process Analysis (STPA) 

1. Identify losses (accidents), system hazards 

2. Draw functional control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 
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High-level Control Structure 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override Control 

Algorithms 
Process 
Model 

Sensors 

Manual override detected 
Wheel speed 
PRNDL 
Driver Presence 
Inclination 
Etc. 

Co
nt

ro
l 

Thomas, 2018  



System-Theoretic Process Analysis (STPA) 

1. Identify losses (accidents), system hazards 

2. Draw functional control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 
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STPA: Unsafe Control Actions (UCA) 

Not 
providing 

causes 
hazard Providing causes hazard 

Too early, too 
late, out of 

order 

Stopped Too 
Soon / Applied 

too long 

Lane Change 
Command ? 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Control 
Algorithms 

Process 
Model 

Sensors 

Thomas, 2018  

Source Controller 

Example: 
“Driver  provides  Park cmd  when  vehicle is moving” 

Type 

Control Action Context 
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STPA: Unsafe Control Actions (UCA) 

Not 
providing 

causes 
hazard Providing causes hazard 

Too early, too 
late, out of 

order 

Stopped Too 
Soon / Applied 

too long 

Lane Change 
Command 

Autonomous SW  
provides 

lane change cmd when  
object is in the path 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Control 
Algorithms 

Process 
Model 

Sensors 

Thomas, 2018  

Source Controller 

Example: 
“Driver  provides  Park cmd  when  vehicle is moving” 

Type 

Control Action Context 

© Copyright John Thomas 2018  



Unsafe Control Actions (UCA) 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override Process 

Model 
Control 

Algorithms 

Sensors 

Manual override detected 
Wheel speed 
PRNDL 
Driver Presence 
Inclination 
Etc. 

UCA-1: Autonomous 
SW provides lane 
change cmd when 

vehicle is in the path 

Thomas, 2018  © Copyright John Thomas 2018  



System-Theoretic Process Analysis (STPA) 

1. Identify losses (accidents), system hazards 

2. Draw functional control structure 

3. Identify unsafe control actions 

4. Identify loss scenarios 
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Unsafe 
Control 
Action 

Potential control flaws 
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Inadequate Control 
Algorithm 

(Flaws in creation, 
process changes, 

incorrect modification or 
adaptation) 

Controller 
Process 
Model 

(inconsistent, 
incomplete, or 

incorrect) 

Control input or 
external information 
wrong or missing 

Actuator Sensor 

Inadequate or 
missing feedback 
 
Feedback Delays 

Component failures 
Inad. priority scheme 

Changes over time 

Controlled Process 

Unidentified or 
out-of-range 
disturbance 

Controller 

Process input missing or wrong Process output 
contributes to 
system hazard 

Incorrect or no info provided 
 

Measurement inaccuracies 
 

Feedback delays 

Delays, inaccuracies, 
missing/incorrect behavior 

Conflicting control actions 

Missing or wrong 
communication with 
another controller 

Controller 

Sensor failure 
Inappropriate sensor 
Inadequate operation 

Actuator failure 
Inappropriate actuator 
Inadequate operation 

(Leveson, 2012) 



Why would SW provide UCA-1? 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Manual override detected 
Wheel speed 
PRNDL 
Driver Presence 
Inclination 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override 

Sensors 

UCA-1: Autonomous 
SW provides lane 
change cmd when 

vehicle is in the path 

Process 
Model 

1) SW believes there is no obstacle 
2) SW believes vehicle exists but 
far enough away 

Control 
Algorithms 
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Why would SW provide UCA-1? 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Manual override detected 
Wheel speed 
PRNDL 
Driver Presence 
Inclination 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override 

Sensors 

UCA-1: Autonomous 
SW provides lane 
change cmd when 

vehicle is in the path 

Process 
Model 

1) SW believes there is no obstacle 
2) SW believes vehicle exists but 
far enough away 

Control 
Algorithms 
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STPA scenario building 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override Control 

Algorithms 
Process 
Model 

Sensors 

UCA-1: Autonomous 
SW provides lane 
change cmd when 

vehicle is in the path 

Manual override detected 
Wheel speed 
PRNDL 
Driver Presence 
Inclination 
Etc. 

Algorithm (from kinematics eqs): 
FarEnoughAway =: d > v2 / 2a 

Thomas, 2018  © Copyright John Thomas 2018  

1) SW believes there is no obstacle 
2) SW believes vehicle exists but 
far enough away 
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Kinematic equations from physics



STPA scenario building 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override Control 

Algorithms 
Process 
Model 

Sensors 

UCA-1: Autonomous 
SW provides lane 
change cmd when 

vehicle is in the path 

Manual override detected 
Wheel speed 
PRNDL 
Driver Presence 
Inclination 
Etc. 

Algorithm (from kinematics eqs): 
FarEnoughAway =: d > v2 / 2a 

Thomas, 2018  © Copyright John Thomas 2018  

Kinematics Eqn: 

1) SW believes there is no obstacle 
2) SW believes vehicle exists but 
far enough away 

Presenter
Presentation Notes
Kinematic equations from physics



STPA scenario building 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override Control 

Algorithms 
Process 
Model 

Sensors 

UCA-1: Autonomous 
SW provides lane 
change cmd when 

vehicle is in the path 

Algorithm: 
FarEnoughAway =: d > v2 / 2a 

Feedback incorrect or delayed: 
- Measured distance (d) too high 
- Measured velocity (v) too low 
- Deceleration capability (a) too 

high 
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1) SW believes there is no obstacle 
2) SW believes vehicle exists but 
far enough away 



STPA scenario building 

Safety Driver 

Vehicle 

Autonomous SW 

Lane Change 
Go 

Stop 
Etc. 

Emergency stop 
Detected objects 
Planned trajectory 
Faults 

Manual 
Override Control 

Algorithms 
Process 
Model 

Sensors 

UCA-1: Autonomous 
SW provides lane 
change cmd when 

vehicle is in the path 

Algorithm: 
FarEnoughAway =: d > v2 / 2a 

Feedback incorrect or delayed: 
- Measured distance (d) too high 
- Measured velocity (v) too low 
- Deceleration capability (a) too 

high 

Thomas, 2018  © Copyright John Thomas 2018  

Safety or 
security? 

1) SW believes there is no obstacle 
2) SW believes vehicle exists but 
far enough away 



Google Self-Driving Car 
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Presentation Notes
This is not the traditional kind of failure, where things break over time. The functional safety requirements were wrong.
Sometimes called functional failure, systemic failure, or not a failure at all.




 
Short STPA example 

 
Tesla Autopilot 



Tesla Autopilot example 



Tesla Autopilot 

 

Spring 2016 Student project: Diogo Castilho, Megan France 



Tesla Autopilot 

 

Spring 2016 Student project: Diogo Castilho, Megan France 



Inadequate 
Procedures 

(Flaws in creation, 
process changes, 

incorrect 
modification or 

adaptation) 

Controller 
Process 
Model 

(inconsistent, 
incomplete, 
or incorrect) 

Control input or 
external information 
wrong or missing 

Actuator 
Inadequate 
operation 

Sensor 
Inadequate 
operation 

Inadequate or 
missing feedback 
 
Feedback Delays 

Component failures 
 

Changes over time 

Controlled Process 

Unidentified or 
out-of-range 
disturbance 

Controller 

Process input missing or wrong 
Process output 
contributes to 
system hazard 

Incorrect or no 
information provided 
 
Measurement 
inaccuracies 
 

Feedback delays 

Delayed 
operation 

Conflicting control actions 

Missing or wrong 
communication 
with another 
controller Controller 

Step 4: Potential causes of UCAs 

UCA-2: Autopilot 
software does not 
provide adequate 

braking commands 
for obstacle ahead 

©  

Presenter
Presentation Notes
SCM incorrectly believes driver requested a new range

Inadequate Information for Range Selection Command Computation
 Shift lever sequence is incorrect/missing/delayed
 Range incorrectly reported as unavailable/inconsistent





Spring 2016 Student project: Diogo Castilho, Megan France 

Tesla Autopilot 
UCA-2: Autopilot does not provide adequate braking commands 
for obstacle ahead 



Tesla Autopilot 
UCA-1: Driver provides unsafe steering override commands 
when autopilot is engaged 

Spring 2016 Student project: Diogo Castilho, Megan France 



Tesla Autopilot 

 



Tesla Autopilot 
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Presentation Notes
Tesla AP2.5 takes a wrong turn into gore point barricade.
April 1 2018
https://www.youtube.com/watch?v=6QCF8tVqM3I&feature=youtu.be






STPA Adoption 



Embraer STPA application 
• 2016: Air Management System 

– Identified 200+ safety constraints 
(requirements) and 700+ design 
recommendations to eliminate or mitigate 
hazards (satisfy the safety constraints). 

 

Traditionally captured with 
existing processes 
Traditionally captured in 
advanced stages 
Captured only with STPA 

Embraer Aircraft Smoke Control System analysis 



Embraer Conclusions 

– STPA is a systematic methodology to support safety assessment and 
product development in hazard scenarios identification 

– Powerful methodology for highly integrated system based on software 
– Provide design recommendations for the product development to define the 

system requirements 
– Broadly applicable: safety, operational, human factors, design etc. 

– Some activities might be used/performed by development engineers 
– Analysis can be done across different abstraction levels 
– Keep good traceability of all results, UCAs, hazards and accidents 

– STPA takes in consideration human-machine interface during entire system 
development process 

– Improves the design of the system interfaces  
– Application to aircraft 

– Some overlaps and terminologies to be aligned 
– Could be used as a method to assist in early development and 

engineering 
 

This information is the property of Embraer and cannot be used or reproduced without written consent. 



SAE INTERNATIONAL 

Human Machine Interaction and Requirements Definition at General Motors 
• Implementation of ETRS driver interaction device designed with human 

machine interaction requirements defined by STPA analysis 

GM STPA adoption 

S-18 107 

http://www.freep.com/story/money/cars/
mark-phelan/2017/07/02/gmc-2018-
terrain-suv/441807001/ 
for video and article 

Mark Phelan ,  
Detroit Free Press  
Auto Critic  
Published 10:38 p.m. ET July 1, 2017 
Updated 4:24 p.m. ET July 2, 2017  

http://www.freep.com/story/money/cars/mark-phelan/2017/07/02/gmc-2018-terrain-suv/441807001/
http://www.freep.com/story/money/cars/mark-phelan/2017/07/02/gmc-2018-terrain-suv/441807001/
http://www.freep.com/story/money/cars/mark-phelan/2017/07/02/gmc-2018-terrain-suv/441807001/
http://www.freep.com/staff/27535/mark-phelan/
http://www.freep.com/staff/27535/mark-phelan/
http://www.freep.com/staff/27535/mark-phelan/


SAE INTERNATIONAL 

• Future Vertical Lift (FVL) Mission system and Flight control system 
• V-22 STPA requirements generation/validation 
• 777X St. Louis factory Automate Ground Vehicle (AGV) system  
• 777 Wing body join STPA analysis 
• 777 Robotic system STPA 
• Auburn Composite FAB center 
• Boeing Radiation Effects Lab (BREL)  
• Everett Delivery Center (control of aircraft hazardous energy (LOTO)) 
• BDS Commercial Crew (CCTS) Service Module Hot Fire Test 
• Other development and cyber security projects with military customers 
• Operational STPA analysis with Cathay Pacific for flight deck 

development 
 
 
 

Boeing STPA adoption 

S-18 109 
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Automotive companies using 
STAMP/STPA 

Other large silicon 
valley companies* 

Presenter
Presentation Notes
Started out as a double major in CS and EE
Master degree is in computer engineering with a concentration in cryptography and network security

I realized that we kept making the same mistakes over and over again
Not good when most of these systems can kill people if you make a mistake

Check ASIL

I’m interested in approaches to engineering that can help us do a better job. Nobody is perfect, but are there techniques that can help us do a better job particularly with really complex systems that my have unexpected or unanticipated behavior.

Results from a research project this year. 



STPA in Industry Standards 

• ISO/PAS 21448: Safety of the Intended Functionality (SOTIF) 
– STPA used assess safety of digital systems 

• ASTM WK60748 
– “Standard Guide for Application of STPA to Aircraft” 

• SAE AIR6913 
– “Using STPA during Development and Safety Assessment of Civil 

Aircraft” 
• RTCA DO-356A 

– “Airworthiness Security Methods and Considerations” 
– STPA-sec used for cybersecurity of digital systems 

• SAE JXXXX 
– “Recommended Practice for STPA in Automotive Safety Critical 

Systems” 
• EPRI/Sandia 

– Recommending to use STPA for digital I&C 

© Copyright John Thomas 2018 
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• Automotive (Ford, GM, Nissan, Toyota, others) 
– Adaptive Cruise Control 
– Engine Stop Start 
– Auto Hold 
– Shift By Wire 
– Keyless Ignition 
– Other automated systems and human-computer interfaces 

• Aviation (Boeing, Embraer, FAA, INTA, EASA, etc) 
• Medical devices 

– Proton therapy machine, PCA, etc. 
• Defense 

– New missile defense system 
– Other systems 

• Space 
– NASA Safety-driven design of new JPL outer planets explorer  
– Safety analysis of the JAXA HTV (unmanned cargo spacecraft to ISS) 
– Incorporating risk into early trade studies (NASA Constellation) 
– Orion (Space Shuttle replacement) 

• Nuclear 
– NRC, EPRI, Palo Verde, other large nuclear utilities 

• Rail 
– Maglev train control systems (Japan Central Railway) 

STPA Adoption 

© Copyright John Thomas 2018 
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Presentation Notes
Has been successfully used in a large variety of areas, both in practice and experimentally



For more information 

• Google: “STPA Handbook” 

– How-to guide for practitioners applying STPA 

• MIT STAMP Conference (March 25-28, 2019) 

• Website: mit.edu/psas 

• Training classes 

• Send me questions/comments!  JThomas4@mit.edu 

 

 
Search: “John Thomas MIT” 

http://mit.edu/psas
mailto:JThomas4@mit.edu
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